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Abstract

It is widely recognised that, while formative assessment is good for learning, it
is expensive in tutor time. This is particularly true in environments with
increasingly large class sizes and with increasing student diversity due to
widening participation. Computer Assisted Formative Assessment can help,
by providing the opportunity for self-tests without tutor involvement. Often this
takes the form of multiple choice questions (MCQs) that allow students to
gauge their own progress. However, this is only allowing the students to
assess themselves summatively and does not address the learning and
feedback issues required for assessment to be truly formative.

We believe that computer-based simulation provides a tool for true Computer
Assisted Formative Assessment that has received insufficient emphasis in
educational literature. It can provide unlimited formative assessment without
tutor involvement, though only if the class of problem is amenable to
simulation.

In this paper, we will define what we hope to achieve by Computer Assisted
Formative Assessment, we will describe our current ideas, and we will
demonstrate them using two First Aid tools as non-academic illustrative
examples (a non-academic example has been chosen to allow pedagogic
issues to be separated from subject-specific issues).

Finally, we will discuss the work that still needs to be done to make the use of
simulation more rigorous and to define the class of problem amenable to such
a solution.

We conclude that simulation has a lot to offer the academic community in
providing efficient, scaleable and formative Computer Assisted Assessment

that complements methods such as MCQs and that can be applied to a wide
range of subjects.
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Motivation

With increasing class sizes and diminishing resources, the need for increased
efficiency in assessment is clear. Computer Assisted Assessment (CAA) is
one of the tools in the academic’s toolkit to help with this. However, it is not
without its problems.

Firstly, the techniques that provide assistance in marking (summative
assessment) often rely on techniques that may find it hard to assess
knowledge in Bloom’s “Evaluation” level (Bloom et al, 1956) or at the SOLO
“‘Extended abstract” level (Biggs, 1999). The consequence of this is that,
where this knowledge must be assessed, CAA can only assist in the logistics
of the assessment.

The second problem is related. If CAA finds it hard to provide summative
assessment of “deep learning” then it will find it equally hard to provide
formative assessment. The difficulty is compounded by the fact that students
need (and want) vast amounts of formative feedback in order to direct their
learning. Indeed, Biggs describes formative assessment as “that synonym of
good learning” (Biggs, 1999).

In a normal teaching environment, providing effective formative assessment is
very difficult. In Computer Science at Salford, we often teach “small group”
laboratory sessions with groups of 30. Given time to explain what the tutor
wants them to do, and to wrap up at the end, this allows an average of a
minute per student (and the ones who get the “early minutes” haven't yet
done anything to give feedback on). It is clear most students get no useful
formative feedback at all.

Use of CAA would seem to have advantages here if it could allow the student
to take charge of their own formative assessment, and to do it in their own
time. However, it’'s not that simple:

o if the CAA method requires academic moderation (i.e. marking) then the
resource implications mean CAA has moved the problem rather than
alleviated it; and

o if the CAA will automatically generate the assessment results then it is
likely to rely on techniques such as multiple choice questions (MCQ).
These techniques aren’t ideal for three reasons:

o itis difficult to generate questions that test “deep learning”, as noted by
many authors (Race, 2001; Biggs, 1999);

o there is often very poor constructive alignment (Biggs, 1999) between
the learning outcome and the assessment task; and

e there is the problem of “familiarity” if students see the same problems
over again, which can end up testing recall of the answer rather than
understanding of the problem (this is not usually a problem for
summative assessment, as students only see a problem once; but with
formative assessment they may seek assessment many times).
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We can summarise this discussion by stating an ambitious objective that
defines what we require from Computer Assisted Formative Assessment
(CAFA):
“To allow students to give themselves unlimited formative assessment
without the involvement of an academic”

This paper describes our current work towards achieving this. It is not a
description of a completed system, but is a description and demonstration of
the ideas that we have had so far, and some thoughts about what we plan to
do in the future.

Approach
In this section, we will define exactly what we mean by formative assessment,
and exactly what a CAA system needs to do to support this.

It is our experience that formative assessment is often viewed informally as
‘the same as summative assessment, but the mark doesn’t count” or “giving
the student some feedback on something they've done”. We believe the
former is not helpful to the student, and the latter is not helpful to the
understanding of the pedagogical processes involved, especially where the
“feedback” is just “the correct answer” (Davies 2001). We need a more formal
approach.

If we use Kolb’s “experiential learning cycle” (Kolb 1984) as a model of
learning then we think of a four stage cycle comprising experience, reflection,
abstraction and experimentation. If we can encourage (or, ideally, force)
students to go round this cycle then we can help them to learn. A precise
definition of formative assessment therefore has two components: firstly it
generates experiences that require the student to reflect and undertake a
learning cycle; and secondly it gives the student some feedback about the
way they went round the learning cycle.

For CAFA, the experiences would be computer generated. However, to meet

our objective of “without the involvement of an academic”, we also require the

reflection, abstraction and experimentation are computer managed. If the

student is asked for some input after each experience then there are three

ways that we can handle the input:

e give the student a “model answer” straight away — i.e. tell them what their
input should have been and let them self-assess their own performance;

e give the student a summary of their performance at the end — the student
is effectively summatively assessing themselves, with little feedback; and

e never give an answer, but build the student’s reflections into subsequent
experiences, so that the experiences build on a student’s knowledge.

We believe the first two options encourage the student to reflect only on a
single issue at a time (in SOLO terms this is at best “multistructural”) and
learning cycles are independent. However, the third option forces students to
reflect on the current experience along with their previous reflections (in
SOLO terms this can be ‘“relational” or better). Successive learning cycles
become dependent.
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Consider the following (highly contrived) example. Compare:

Q: What is the moon made of?

A: Cheese

Q: No, it's made of rock. How heavy was the Apollo 11
lunar lander?

with

: What is the moon made of?

Cheese

How much cheese would you need to support the
weight of the Apollo 11 lunar lander?

o) o)

The intention is that, in the second case, reflecting on the second question
implies also reflecting on the first answer (an experienced interviewer or oral
examiner would always go for the second approach and therefore a CAFA
system should do the same).

We can now think of the way in which the student can be asked for input after
each experience. The use of assessment methods that can be automatically
marked (MCQ, fill in blanks, etc) can generally be termed “convergent’ as
they ask “closed questions”. This convergence makes it hard to make the
reflection influence subsequent experiences - you would need to have a
complex hierarchy of questions where the next question depended on the
answer to the previous one (as in the example above). Given the difficulty in
generating “deep learning” questions of this sort, setting a sufficient quantity
to achieve a progression (while giving the students different questions each
time) is likely to be impractical for most problem domains.

Therefore a “divergent” approach is needed, where “open questions” are
asked and where a student’s answers feed back into later questions. This of
course raises the question of how you cope with diverse answers to divergent
questions. In the next section we will look at one possible approach.

Simulation

In this section, we will describe the approach we are taking to the problem of
generating experiences, gathering the student input and incorporating that
input into future experiences.

The approach we have adopted is:

e to use the simulation of virtual worlds as a means of generating
experiences;

e to give the student the freedom to manipulate the virtual world (meaning
that “what do you want to do next?” is the perpetual “open question”); and

¢ never to tell the student whether they did what they should have done, but
to use the student’s answers to modify the virtual world so that it affects
subsequent experiences.

We use the term “Virtual Assessment Environment” (VAE) to describe this
arrangement.
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Use of computer-based simulation for teaching is well established (Race and
McDowell, 1996, §32), but its use for assessment is less well defined in the
literature. Brown and Knight list non-computer based simulation as a means
of assessment (Brown and Knight, 1994) and Brown extends this list to
mention (but not explore) computer-based simulation (Brown, 1999). Race
does not include any form of simulation in an extensive list of assessment
methods (Race, 2001), while Freeman and Lewis do not mention simulation in
a supposedly wide-ranging chapter on using computers for assessment
(Freeman and Lewis 1998, ch13). Habeshaw describes some applications of
assessment via computer-based simulation, but does not consider the issues
involved (Habeshaw et al 1993, §14).

Simulation is well established for assessment in some fields (Habeshaw lists
examples in medicine and economics, other include nuclear engineering and
pilot training). Here, competence on the simulator is required before you are
allowed to train on the real equipment (Cleave-Hogg et al, 2000), so the
simulator complements real training rather than replaces it. The simulator
facilitates the assessment but does not control it — a human assessor will
generate events and will assess the student’s response.

There is evidence that use of simulators for learning is not without its
problems. Davies argues that the simulator must support the objectives of the
learner as well as of the teacher (Davies 2002). Rieber identifies surface and
deep strategies that arise when students learn by simulation (Rieber et al,
1996). Pilkington and Parker-Jones point out that students tend to concentrate
on the manipulation of simulated objects without obtaining a deep
understanding of the principles that underlie the observed behaviour, and
argue that choice of task is crucial here (Pilkington and Parker-Jones, 1996).
All evaluate simulation as a means of learning, without considering
assessment.

Finally, Parush evaluates how learning can be improved if a simulator can
record a ‘learning history’ to allow the student to review their own performance
and restart the simulation from any point (Parush et al 2002). This raises the
intriguing possibility that a CAA system may be able to assess “process” as
well as “product”.

First Aid as a case study
In this section, we look at a simulator that has been developed to demonstrate
the principles of our approach.

The simulator was developed by one of the authors as an undergraduate final
year project for BSc(Hons) “Computer Science and Information Systems”. The
program simulates the process of cardiopulmonary resuscitation (CPR). The
field of First Aid was chosen as it was felt that something subject-neutral
would allow the pedagogical issues to be discussed by the widest range of
people.

The simulator is not intended to be a “learning tool” helping novices to learn
life-saving skills, but is intended to act as a revision aid to people who have
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already been trained by other means to check whether they can remember
and apply what they learnt. This is analogous to the “‘computer laboratory
sessions” we described in the first section. The academic uses the teaching
session to provide support and direction, and the students have access to a
CAFA system to allow them (a) to practice the skills covered and (b) to work
out if they understand what was covered in the teaching session.

The CPR simulator works in the following way:

1. the simulator displays the condition of the patient and of the lifesaver;

2. the simulator gives the user a list of things they could do (the larger the list
the less convergent the simulation);

3. if the user does the right thing then they maintain the condition of the
patient, otherwise the patient deteriorates (how soon and by how much
depending on the condition of the patient and what the lifesaver has done);

4. as the simulation proceeds, the lifesaver gets increasingly tired and the
things they do to the patient have less effect; and

5. the aim of the simulation is to keep the patient alive until an ambulance
arrives.

These are intended to be an accurate simulation of the real world, and the
developer took advice from the University’s Occupational Health Service and
from the British Heart Foundation to ensure the details were medically
accurate.

The principles used in its design are as follows:

1. students are free to do anything they want in any order;

2. the student is never told if they have done the right thing, they just see the
consequences of their actions (Kolb’s experiences) which aims to
encourage them to reflect on these when deciding their next action; and

3. the initial condition and responsiveness of the patient can be randomised
to ensure that the student gets a slightly different set of experiences every
time (therefore different simulator sessions may require different skills)

As an example of a CAA system that takes a convergent MCQ approach, we
can compare the simulator with the BBC’s “First Aid Action — Essential Skills —
Heart Attack” web site (BBC, 2003). This small site contains four questions
with three answers each and claims to provide “a highly engaging scenario”
after which “you should have learned some of the most important things to do
if someone is suffering a heart attack”.

So far, only informal evaluation has been done (Cafferty 2003), and the
approach has been far from rigorous.
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Results so far indicate:
e people with no first aid knowledge:
e get an average of 56% when they take the test the first time;
¢ get 100% when they take the test a second time; and
¢ get 100% when they take it a third time with the questions covered up.
¢ people with first aid knowledge get 100% when they take the test the first
time.

If these results are confirmed, they indicate that the system is not (in its
current form) suitable for formative assessment. Possible reasons are (a) that
it does not challenge people who have first aid knowledge but want to verify it;
and (b) that people can do well by learning answers rather than by
understanding the problem.

Repeating the informal measurements with the simulator (Cafferty 2003), we
find that people with no first aid knowledge are unable to maintain the
condition of the patient, whereas people with first aid knowledge are able to
do so. From observation of the users, it is clear that there are two learning
curves involved. The first is learning to use the simulator and, once this is
done, the user is able to concentrate on the simulated task and improving
their performance.

If these results are confirmed, they indicate that the approach is promising —
for this problem domain at least.

The future
So far, we have seen the description of an approach to CAFA that first
impressions indicate may be a useful tool.

However, as with other tools, it is only going to be useful in certain
circumstances. The role of the academic, as an expert in pedagogy, is to be
able to select the right tool for the job and to apply it in the right way.
Therefore, the approach must be given a rigorous pedagogical framework, so
that its use can be problem-driven (“we’re doing it this way because it's the
right thing to do”) rather than technology-driven (“we’re doing it this way
because we can”).

Pedagogical issues that must be addressed include:

e what class of problem is amenable to simulation?

e how can we achieve a divergent interaction between the student and the
simulator?

e how can we develop a simulation that is sufficiently realistic while also
being implementable, affordable and usable?

e equity of assessment — especially for special-needs students and those
with poor IT skills;

e validity and reliability of assessment — are we assessing the student’s
ability to do whatever has been simulated, or are we just assessing their
ability to use the simulator?
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It is also possible that simulation can be used as a tool for summative
assessment, for example by renewing someone’s “first aider” status based on
their performance using a series of simulators. If this is to be done, it must
also be justified as “the right tool used in the right way” by the development of
a rigorous pedagogical framework. Some extra assessment issues that must
be addressed include:

¢ validity — if the initial state involves randomness then can we be sure we
are testing everything we need to test?

e equity — if the initial state involves randomness, are all students getting
equivalent tests?

o fairness — by incorporating the student’s mistakes into their virtual world,
are weak students getting a “double whammy” of getting themselves into a
mess and being unable to get themselves out of it?

e plagiarism resistance — how can we be sure who used the simulator?
(assuming the assessment is not carried out in an invigilated environment)

Having looked at the rigorous pedagogic framework that is required, we will
also need to ensure that it is economically viable, by looking at the “three Ds”
of design, development and deployment.

In reality, every simulator is a bespoke piece of software incorporating
considerable expertise in the subject domain being assessed. Therefore,
design and development according to good software engineering practices
will be a large and costly task. \We believe that a rigorous understanding of the
pedagogy will help, by promoting reuse of software components and
focussing software developers on the crucial assessment issues.
Nevertheless, a good simulator remains a complex and expensive thing to get
right.

There are many aspects to the deployment of such a system that are worth
investigation. As well as verifying the validity and reliability of the approach,
the attitudes of students and employers needs to be studied (of particular
interest is comparing the attitudes of students to a simulator for formative
assessment with those to a simulator for summative assessment).

Conclusions

The original ambitious objective that we set for CAFA has been met, at least

for our demonstration problem domain:

o ‘“fo allow students to give themselves formative feedback” — the system
allows students to increase their autonomy and to decide the timing and
quantity of formative assessment. It provides them with a diagnostic check
of how their knowledge and skills relate to a simulated task.

e ‘“unlimited formative feedback” — because the formative feedback is not
explicitly giving the answer, and because the simulation can have a little
randomness, students can use the simulator many times without being
able to achieve a good mark simply by memorisation.

o ‘“without the involvement of an academic” — the student is autonomous in
working out what they do and don’t understand, and in the use of
reflection, abstraction and experimentation to improve their knowledge and
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skills. The academic can therefore devote their time to supporting those
students who find their underlying knowledge is insufficient to allow them
to do this.

Additionally, through following good assessment practices, it should be

possible:

e to assess deep learning from high-order SOLO levels, through the joining
together of dependent learning cycles; and

e to provide a high degree of constructive alignment between the learning
outcome and the simulated task.

The widespread use of simulation leads us to be confident that the techniques
can be applied to a wide range of subject areas. The main potential problem
to this is the high up-front development costs that will inevitably mean use is
prioritised to those areas where most value is obtained.

We believe this paper shows that simulation has a lot to offer the academic
community in providing efficient, scaleable and high quality Computer
Assisted Formative Assessment that complements methods such as MCQs.
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